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Abstract The purpose of this paper is to propose a new image
segmentation method using an artificial neural network (NN)

In this paper we propose the image segmentation method gg,sqlve this conventional problem, which will discriminate
the neural networks (NN) to extract text, continuous-tone antle image attributes such as text, continuous-tone and
screened-halftone region in the document image. Each featugéreened-halftone and segment the image regions
extractor for text, continuous-tone and screened-halftone @Utomaticaly. This method is characterized by two processing
composed of the 3-layer NN which is upper part of 5-layeftage, feature extraction stage and classification stage, as
hourglass model NN; each hamylass model NN is trained by follows;

different learning samples which specify its own )

characteristicsWe call these extractors as the Feature Neural &) Feature extraction stage: .

Networks (FNNs) The classification stage is composed of A houglass model NN (5 layers) is known to
another 3-layer NN whose inputs are applied from feature concentrate the input information at the 3rd tayfethe
extractors We call this as the Classification Neural Network  learning is made to get the output equivalent to the input
(CNN). Experimental results show this method successful to  (identity mapping)[4][8]. So we used the first part (1 to 3

segment text, continuous-tone and screened-halftone region. layer) of the horglass model NN as the feature extraction
stage.

1 Introduction b) Classification stage:
At the classification stage, another NN is used which

f discriminates the image attributes from the outputs of
feature extraction NNsAs a post-processing, we applied
Hough-transformation to the result map to get the
appropriate image-region map.

Common documents are composed of some segments o
images that have different attributes; e.g., characters and
symbols generally referred as texts, continuous-tone as
photographs and screened-halftone with various screen
rulings. Recenyl, digital copiers appeared in the market and
it became possible to process images to improve the ima%e
qualit. The best way to get high-fidelity copies of such>¢9
composite documents is to process an image adequately
the attribute for the region in a page, which is automaticall?
segmented by the pre-processing. Howgtés common to
apply the specified image processing to the whole page by a . .
ugg-)éelectepd mode (i.e.?te?(ts, photo%raphs and tex?s/%hot%s) 2 Segmentatio Algorithm
in practical digital copiers.

Several methods have been investigated, which could _ ) _
discriminate the threefdiérent regions (i.e., texts, continuous- 2.1 Outline of Segmentation algorithm _ _
tone and screened-halftone) from the scanned images by A flow chart employed in this segmentation system is
image scanner using the known statistical Characteristicijqown in Figure 1. In this figure, "Feature Extraction Learning
(feature parameters) generally related to each image attributgkage”, "Segmentation Learning stage”, and final
[1][2]. But, finding the sensitive parameters to the three Segmentation stage” are shown in every vertical group
regions should be done through the experience or trial arf§spectivel. An arrow with the dotted line means to use same
error (heuristic approach). It must be a time-consuming taskiN after a training is finished with fixed weight ¢beient.
Moreove, the threshold of the discriminator based on such ~ First, in Feature Extraction Learning stage, five-layered

parameters should be also determined by the experience ffurglass model NNs are prepared for five kinds of images.
trial and erro. They are learned the identity mapping usirféegént training

samples that represent one of the five kinds of imagyter

In the following second chaptedetails of our
mentation algorithm are explained. In the third chapte
%perimental results are shown for the gray-scale images
canned by a 400 dpi / 8 bits scanne
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Figure 1: Flow diagram of segmentation using NN.
Feature Neural Networks (FNNs)
this training is finished, hourglass model NNs are divided
into two parts: NNs of the first half parts in five layers (from  Figure 2: NN structure for the feature extraction (FNNSs).
first to third layer) are used as Feature Extraction NN (FNNSs). ) _ _ ) )

Next, in Segmentation Learning stage, Classification NN _Flgure 2 illustrates the network Iayout: First, five kinds
(CNN) is connected to FNNs. CNN is learned theOf_ five layered hourglass model NNs, which are compo;ed
segmentation, after training image data are changed in#ith network-As and -Bs, are prepared separately for five
feature data by FNNs. However, the weight coefficients ofhage attributes: texts, background, the flat and edge parts in
FNNs are fixed at this time. Finally, in Segmentation stage, & continuous-tone, and screened-halftone images. Then,
segmentation result for an input image is obtained by thodéaining samples are also prepared respectively for those NNs.
NNSs. For example, only typical text images are prepared for one

With the sequence shown in the above, the segmentatid#N. and this NN learns the identity mapping. When this
algorithm is carried out separately at every pixel, so it doefaining is finished the feature parameters that correspond to
not consider how the segmentation results of the neighborif§xt image are collected intensively into the third layer's
pixels are. Therefore, a post-processing that checks turons. Other NNs are the same too: the training and
interrelation of the neighboring pixels is added to the systengxtraction of the feature parameters of each image are carried

and it modifies segmentation results. out automatically. From now on, NNs that are from the first
to third layers in those are used for the feature extraction;
2.2 FEeature Extraction NNs they are called Feature Extraction NNs (FNNSs).

We used the Multiple Layered Perceptron[7], which is By the way, we segregated between the flat and edge
well known that it can compose various mappings with th@arts in the same continuous-tone image, and between the
optional precision with Error Back-propagation algorithm([3]. text and background parts in the same text image. Because it
Especially, when the number of neurons in an input-layer aré considered tha_t their cha_racters were very different even if
same as in an output-layer and the number of neurons intRey were same image region.
hidden-layer are smaller than in a input- / output-layer, the o
NN is called "hourglass model NN". It can learn an identity2-3 Classification NN _
mapping by giving the same data as the input for trainin?\l The classification stage is composed of another 3-layer
data. N (CNN) whose inputs are applied from feature extractors

Itis considered that a mapping to the low dimension spac@s shown in figure 3. In other Words, feature parameters that
(in other word, the compression of the information) is carriedre extracted by each FNN, which corresponds to feature
out in the first half part of the NN (from the input-layer to the€Xtractor of text, background, flat or edge part of continuous-
hidden-layer located the center of this NN's architecture). 1fPne, or screened-halftone, are applied to the CNN. Output
the same way, it is considered that the reconstruction is carri®i CNN is composed of five outputs corresponding to the
out in the latter half part (from the hidden-layer located thdive regions. ) _ ) ) o
center to the output-layer)[4][5]. If such a NN can be trained I this stage, all kinds of input images including five
well, the feature parameter is considered to appear in tHggions are used as the training sets of CNN. For instance, in
hidden-layer located the center, which shows the characteristi¢e case of text input image, output of A1 will be strongly
of the input data suitably. It means that the feature extractiopxcited, but outputs of other FNNs will be weakly excited.
is carried out automatically without depending on the!sing such information, CNN training is performed.
experience.
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[Featurg Parameters] [Classificatjon Results] Furthermore, five kinds of data were prepared, which
_ " i were changed the bias values of original image from -20 to
N :&E)}. Text — i +30 by 10 step. So total 6000 data were used for FNNs
i ! training. Gray levels of these data originally having 0-255
- o v levels were normalized to 0-1 before starting the training.
| Ly }910 Backgroun Text Dimensions (number of input/output) of FNNs and CNN
a Background were selected as follows:
M y
™ :&L):I"Ha of Tone—*a:l:g)}}ﬁa of Tone a) FNNs:
- I 64(8x8) - 50 - 10
—ID} X dge of Tone (Dimension of hourglass NN was 64-50-10-50-64),
™ | A4 | rPEdgeof Ton \\ |, Screened- b) CNN:
- ‘\\ halftone 50(10x5) - 40 - 5.
g :’EUL)]" e — \ We used two kinds of training algorithm. At the first
~ . Clmﬁcaﬁon‘;\‘m Network stage of training (1-15000 times training), Kick-Out algorithm
\ (CNN) [6] was used to speed up the training. After that, usual Error
Feature Neural Networks Back-propagation algorithm[7] was used until the mean-
(FNNs) squared error of training reached stable state.
Figure 3: NN structure for the classification (CNN). 07 Training coefficient was 0.001 and the momentum was

2.4 Post-processing
Classification of figure 3 is carried out separately at every3.2 Experimental result
pixel, so it does not consider how the segmentation results of
the neighboring pixels are. And also feature extraction are&2.1 Mean-squared Error
are restricted to the local NxN picture elements. Because of The mean-squared errors after the training of FNNs and
these processing architecture, some mis-classification afeNN finished, are as follows:
observed as the results of figure 3. Therefore, a post-
processing that checks the interrelation of the neighboringe FNN

pixels is added as following two stages. - Text 0.1039
- Background 0.0092
a) Area check: - Flat part (Continuous-Tone) 0.0078
Small area regions which are different from - Edge part (Continuous-Tone)  0.0485
surrounding regions are omitted and assimilated into - Screened-Halftone 0.1154
surrounding regions. We assumed that the effective « CNN 0.0521

regions less than the size of a 8 point character don't exist,
and such regions are omitted.
3.2.2 Segmentation Result
b) Hough-transformation[9]: Figure 4 shows an example of test image, and figure 5
Boundary lines of each region are smoothed by thahows the classification result of figure 4. The test image of
Hough-transformation. In this paper we assumed thégure 4 includes three kinds of different image, i.e., a part of
boundary lines are composed of vertical of horizontaface image as a continuous-tone image, character image
straight lines. having the size of 8, 10.5, and 14 points as a text, and screened-
halftone image of 65, 100, 133 and 175 lines.
In the figure 5, flat and edge part of continuous-tone
3 Experiment image are combined to the same area, and text and background
image are also combined to the text area. So the white area
shows the continuous-tone region, gray area shows the text
3.1 Experimental Condition region, and black area shows the screened-halftone region.
Experiment was carried out for gray-scale images which ~ Figure 5 shows our algorithm quite successful.
were digitized by an image scanner of 400 dpi resolution,
256 gray levels per pixel. .
Each training set of 200 image block data (8x8 pixels) 4 Conclusion
was selected randomly from one of the five regions (text,
background, flat and edge part of continuous-tone andé newly developed image segmentation method is described.
screened-halftone) for each FNN (feature extractorYhis method extracts text, continuous-tone and screened-
respectively. Inthe case of continuous-tone image, edge pahalftone region in the document image by the neural networks
were separated from flat parts by edge extraction operatidiNN). Each feature extractor for text, continuous-tone and
using Laplacian-filter[10]. screened-halftone is composed of the 3-layer NN which is
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Figure 4: Test image.

upper part of 5-layer hourglass model NN; each hourglass
model NN is trained by different learning samples which

specify its own characteristics. The classification stage is
composed of another 3-layer NN whose inputs are applied
from feature extractor. And as a post-processing, Hough-
transformation is applied to extract the boundary lines of each
region, which is very effective to suppress the mis-

classification in the small areas. Experimental result shows

this method successful to segment text, continuous-tone and

screened-halftone region.
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Figure 5: Segmentation result of test image.
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